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CORnet-S Predicts Temporal Dynamics

CORnet-S: A Shallow Recurrent ANN

Kar et al., Nature Neuroscience (2019)
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Things models are not yet capturing:
- V1/V2 benchmarks (Normalization)
- Causal Experiments
- Topography (Energy)
- Side-reads (Fast inference)
- Long-range feedback
- …

When the brain 's IT is 
quick to pro cess images, 
CORnet-S' I T is also qu ick

Unlike feedforward models,
CORnet-S can predict

neural responses over time

Overall, models that
are better on ImageNet

are more brain-lik e
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must match

neural spike rates

Match to Sample Task

Model-Brain Mismatch: Two Problems
1. Di��icult t o map anatomy
2. No temporal responses

Driving Factors for CORnet-S Performance

CORnet-S Rivals Deeper Netw orks
Brain-Score: �Ö ImageNet: �Ö Generalization: +

Lots of work to do
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Benchmarks generalize 
to new data

We could use your help!
Submit your model on 
www.Brain-Score.org
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Best compute r visi on 
models s tem from 
                        fami lies
                           ResNet 
and DenseNet 

Models are compared
in a unified manner

on all available
component scores

We are goin g to add mo r e 
and mo r e benchmark s
that evaluate all 
available models
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V4 IT behavior


